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Any perturbation in the radiative balance at the top of the atmosphere (TOA) that induces a net
energy flux into- or out of Earth’s thermal system will result in a surface temperature response
until a new equilibrium is reached. According to the Anthropogenic Global Warming (AGW)
hypothesis which attributes global warming solely to rising concentrations of Greenhouse gases
(GHGs), the observed increase in Earth’s radiative imbalance is entirely driven by anthropogenic
GHG-emissions.

However, a comparison of the observed TOA radiation imbalance with the assumed GHG forcing
trend reveals that the latter is insufficient to account for the former. This discrepancy persists even
when using the relatively high radiative forcing values for CO, adopted by the Intergovernmental
Panel on Climate Change (IPCC), thereby challenging the validity of attributing recent global
warming exclusively to human-caused GHG emissions.

In this paper, Earth’s climate system is analyzed as a subsystem of the broader Earth Thermal
System, allowing for the application of a "virtual balance" approach to distinguish between an-
thropogenic and other, natural contributions to global warming. Satellite-based TOA radiation
data from the CERES program (since 2000), in conjunction with Ocean Heat Content (OHC) data
from the ARGO float program (since 2004), indicate that natural forcings must also play a signif-
icant role. Specifically, the observed warming aligns with the net increase in incoming shortwave
solar radiation (SW), likely due to changes in cloud cover and surface albedo. Arguments sug-
gesting that the SWiy trend is merely a feedback response to GHG-induced warming are shown
to be quantitatively insufficient.

This analysis concludes that approximately two-thirds of the observed global warming must be
attributed to natural factors that increase incoming solar radiation, with only one-third attributable
to rising GHG-concentrations. Taken together, these findings imply a much lower climate sensi-
tivity than suggested by IPCC-endorsed Global Circulation Models (GCMs).

Keywords: Global Warming; Radiation Imbalance; GHG-forcing; Climate Sensitivity; Ocean
Heat Content.
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1. Introduction

In spring 2024, the Royal Dutch Metrological Institute (KNMI) published a new webpage cen-
tered around a picture of the growth in the radiation imbalance full of suggestive lines to make a
claimed “acceleration” in global warming visible. Determining accelerations over periods of a
few years in a climate with a relaxation time to changes of 3 to 5 years however, tends to specu-
lation. The picture used, is taken from a paper with the title “Global warming in the pipeline” by
Hansen et al [2]. These authors use even much longer relaxation times, based on the analyses of
Global Circulation Models (GCMs). They claim that our climate is governed by processes
strongly delaying the warming effects of forcings coupled to the growing concentration of Green-
hous gasses (GHGs) like CO». Their paper warns for future warming, even if we stop with the
anthropogenic emissions now. At the same time, it is used as a justification for the very high
climate sensitivities and accordingly, long relaxation times that these GCMs deliver. To help ex-
plain the significant difference between their GCM’s output with much higher temperature trends
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than that are being (yet?) observed, they distinguish different climate sensitivities, a fast and a
slow one. A rather complex concept for what is, at its core, a relatively simple thermal system.

This “relative simplicity” doesn’t apply to localized weather phenomena, which even exhibit cha-
otic behavior. However, on a global scale and over longer periods of time, the average surface
temperature of our climate system reacts similarly to that of a thermal system such as a pot of
water on a stove: when the incoming heat is steady and below boiling, the system stabilizes when
the heat loss (via radiation and convection) equals the input. Analogously, Earth's surface-atmos-
phere interface is the main absorber and emitter of heat. Reducing the "flame" (solar input) leads
to cooling, regardless of the total heat already stored in the system. The system’s average temper-
ature will drop as well, as soon as the heating stops. So, no sign of any “warming in the pipeline”
for such a simple system.

Yet Earth’s climate system is inherently more complex due to its scale and the dynamics intro-
duced by Earth's rotation and orbit. Solar heating occurs only half the time at any given location,
and the Earth’s surface is in constant rotation, with the solar heating peak moving at speeds of up
to 0.5 km/s. Heat is therefore continuously redistributed across the globe via lateral atmospheric
and oceanic flows. Averaged over time, these transports move heat from the Tropics (where most
solar radiation is absorbed) to the Poles (which receive far less solar energy), with approximately
80% of the 5 PW carried by wind and the remainder by ocean currents [3]. These fluxes are
partially equalizing the huge differences in the amount of incoming Solar radiation. Around the
Equator, the radiation imbalance is highly positive, with about 40 W/m? more Sunlight coming in
than Long-Wavelength radiation going out. Around the Poles we see the opposite, with a substan-
tial negative balance in the order of about 100 W/m? by a higher flux out, than in. In average there
is a (near) radiation balance that can be easily influenced by variations in both lateral heat flows.
Consequently, changes in the amount of heat carried and/or changes in the path along which that
heat is being transported, can easily influence the average surface temperature. Often, such
changes are conveniently interpreted by AGW-proponents as being the result, rather than the
cause of global warming. Those anthropogenic GHG-driven effects are by some even coupled to
induce irreversible changes in our climate at so-called tipping points.

The two transport mechanisms, air and ocean, operate on different timescales. Air has a low spe-
cific heat capacity, but high wind speeds make it a fast medium for heat transfer. Oceans, by
contrast, have a high specific heat capacity but move more slowly. The Atlantic Meridional Over-
turning Circulation (AMOC) with the well-known Gulf Stream carrying warm water from south
to north, can reach speeds up to about 3 m/s. But its warm current remains largely confined to
surface layers due to limited solar radiation penetration and gravity-induced stratification. With a
path-lengths of up to 8,000 km and an average speed of 1.5 m/s, ocean heat takes approximately
2 months to travel from the Gulf of Mexico to the Arctic. This is comparable to the 1 to 2 months
delay between solar input and temperature response in the annual cycle, suggesting that oceanic
heat transport is part of the climate system’s normal operation. Climate adaptation times from
anthropogenic influences are estimated at 3 to 5 years. If “warming in the pipeline” exists, it must
be buried in the much colder, deeper ocean layers.

ARGO float data since 2004 show substantial annual increases in Ocean Heat Content (OHC),
sometimes expressed in mind-boggling terms such as 10?2 joules per year (see Fig.1). While this
may sound alarming [1,2], when converted to flux, it represents less than 1 W/m?, a mere 0.6%
of the average 160 W/m? of absorbed solar energy at the surface. All the rest is via evaporation,
convection and ultimately by radiation sent back to space after globally being redistributed by
wind and currents.

Although longwave back-radiation from the atmosphere penetrates only a few micrometers into
ocean water, GHG-induced atmospheric warming will affect the ocean’s top layer (~ 50 — 100 m
thick) by affecting its cooling. Below this layer, temperatures drop rapidly, and any excess heat
is stored in deeper ocean layers where it remains for centuries due to poor conductivity and stable
stratification.
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Monthly and CMAA Ocean Heat Content and dOHC/dt 0-2000m vs Time

20-years period 2005/01 -2024/12
https://www.ncei.noaa.gov/access/global-ocean-heat-content/basin_heat_data_monthly.html
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Fig. 1. Ocean Heat Content (OHC) anomaly from 0-2000 meters over time, shown as 3-month and annual moving
averages (CMAA), along with their time derivatives. Notable are the relatively large variations, likely reflecting the
influence of El Nifio events. The average radiative imbalance at the top of the atmosphere (TOA), estimated at 0.85
W/m?  corresponds approximately to the midpoint of the time series (around 2015). Data:
https://www.ncei.noaa.gov/access/global-ocean-heat-content/basin_heat data.html [7].

This raises the question: Why would extra GHGs that have only a limited effect on the 99.4% of
the outgoing flux, have affected this 0.6% residue during a couple of decennia in such a way that
we should be scared about all that “warming in the pipeline” as Hansen et al. [2] are warning us
for? In the following sections, we examine data showing that observed trends in the radiation
imbalance and OHC are better explained by the internal dynamics of the Earth’s thermal system
and natural forcings such as from increasing solar radiation, rather than solely by GHG emissions.

2. Climate balance in perspective

2.1. The ideal picture

A thermal system, such as a pot of water on a stove, reaches equilibrium when energy input
matches energy loss. Analogously, Earth’s thermal system absorbs shortwave (SW) solar radia-
tion and emits longwave (LW) radiation. The average incoming solar flux at the top of the atmos-
phere is about 340 W/m?, but due to Earth’s albedo of 0.3, only about 240 W/m? enters the climate
system. Although just 160 W/m? is actually absorbed at the surface, that SWin-flux determines
the system’s temperature, characterized by the averaged surface temperature Ts. This is reached
when the cooling flux LWour sent to space equals the influx from the Sun SW, resulting in a
constant climate with dTs/dt = 0.

In fact, our cooling is realized through the transfer of heat from the surface to space, by a combi-
nation of long-wavelength (LW) radiation, convection and latent heat by evaporation of water.
During its path through the atmosphere, that integral flux is finally all transferred into radiation
by GHGs, mainly water vapor and CO». That radiation leaves our climate system to space as
LWour because there are no thermal flows possible anymore at TOA. We can forget here about
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the details of the transfer processes involved as changes in our climate’s parameters are relatively
small i.e., in the order of 1% per century. Accordingly, they can all be linearized in a first-order
approach as in the following analyses.

The dynamics of our climate balance is illustrated in Fig.2a using a resistor-capacitor (RC) circuit:
the heat capacity (C) of the climate system is charged by an incoming solar flux (SW) and
discharges via a resistor (R), which represents all combined heat loss processes (LW radiation,
convection and evaporation). The system reaches equilibrium when incoming SW and outgoing
LWour fluxes match i.e., when the radiation imbalance N = (SWix — LWour) = 0. Climate’s equi-
librium surface temperature To, is then set by SWy and R.
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Fig.2. Schematic thermal circuit for our Earth’ climate system, for illustration purposes only:

a) In its most rudimentary form consisting of a heat capacitor C shunted by a resistor R coupled to a source with
constant flux SWin.

b)  As a more realistic circuit where the heat capacity of our climate Ccy is separated from the rest of the Earth’
(almost infinite) heat capacity and where a small part No of the incoming flux is “leaking” from the climate
system through the resistor Rpo to the deep ocean layers. Rpo is much larger than the resistance of the atmos-
phere Raas Ny is less than 0.6% of SWin (see Section 2.3)

Growing concentrations of GHGs increase the atmospheric resistance R to outgoing radiation,
which upsets this balance. It is the background to the Anthropogenic Global Warming (AGW)
hypothesis, promoted by the International Panel on Climate Change (IPCC) as the fundamental
driver behind the observed warming since the beginning of the industrial era [8]. But, also changes
in SWin due to for instance clouds will have similar effect on the imbalance N, thus inducing a
change in temperature necessary to regain balance. For a step-wise offset AN at t = 0, between
incoming and outgoing radiation forcing the average temperature Ty to change to a new equilib-
rium (Ty + AT), the respective time-paths for surface temperature T(t) and radiation imbalance
N(t) for t > 0 are given by:

T(t) =Ty + AT (1 — exp(—t/1)) (1a)
N(t) = AN (exp(—t/7)) (1b)

where Tt = RC represents the relaxation time of the thermal system. For the new equilibrium tem-
perature (To + AT) at t — oo, we can couple AT to AN according to:

AAT = AN 2)
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where A is called a feedback parameter. Its inverse, § = 1/A is our system’s climate sensitivity
relating the ultimate temperature change AT to the original disturbance in the energy balance AN.
The higher &, the larger the temperature’s reaction to a certain disturbance of the imbalance as the
temperature at the surface “feeds” LWour in restoring its balance. Also, the more difficult the
transfer from the surface to space, the longer it takes to restore the balance. In case of extra heating
by the Sun, or reduced cooling by extra CO,, the amount of energy fed to this thermal system to
restore balance, equals T AN. The amount of heat necessary to increase the temperature equals
CAT, yielding the important relation:

c
T=o=4C 3

As the heat capacity of our climate system can be considered a given, the climate sensitivity scales
with the relaxation time of our climate to disturbances. The relaxation time can a.o. be inferred
from the various radiation components as measured at TOA by the CERES-program [9], as shown
in Fig.3 with Centered Moving Annual Averages (CMAA) to remove cyclical/seasonal variation
in the radiation components. The strong signal modulation with peak-to-peak times of roughly 3
years, must be indicative for the value of t. This is far less than the 10 to 15 years for T as the
consequence of [IPCC’s high climate sensitivity [8], or the even longer times as claimed by Hansen
et al [2]. If those would be the reaction time of our climate to disturbances, the observed large
variations in the radiation imbalance data as shown in Fig.3 would be completely flattened out.

Global SW,,, LW_ and Radiation balance N @ TOA for All Sky
data: CERES EBAF4.2 CMAA 2000/08 - 2023/07
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Fig. 3. Centered Moving Annual Averages (CMAA) of the measured radiation components at the top of the atmos-
phere (TOA): incoming shortwave radiation SWn, outgoing longwave radiation LWour, and their difference, the
radiation imbalance N. Linear trends are indicated. For the radiation imbalance N, a 4-year moving average (CM4Y)
is also shown, highlighting the effect of a 3—5 years climate relaxation time. In contrast, filtering with a longer time
constant (10-15 years), as assumed under the Anthropogenic Global Warming (AGW) hypothesis, would largely
suppress these variations. The ENSO MEIv2 index (as CMAA) is included to illustrate the strength of El Nifio, which
is primarily responsible for large fluctuations in cloud cover and, consequently, in radiation.
Data sources: https://ceres.larc.nasa.gov/data [9]and https://psl.noaa.gov/enso/mei/ [10]
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2.2. Estimating our climates thermal capacity Ccr

The rather fast responses of our climate indicates that the thermal capacity of our climate must be
much less than the capacity of the entire Earth thermal system. This climate heat capacity CcrL
depends on how sunlight is being absorbed, how that heat is transferred to the atmosphere and
which part of it is being stored in either land or ocean.

At continental land-area, sunlight is absorbed only at the very surface where the generated heat is
also in direct contact with the atmosphere. Seasonal temperature variations don’t penetrate more
that 1 to 2 meters deep in average and as a consequence, storage of heat is relatively small.
Sunlight can penetrate pure water to several hundred meters deep, but in practice, penetration in
the oceans is limited by scattering and absorption of organic and inorganic material. A good in-
dication is the depth of the euphotic zone where algae and phytoplankton live, which need light
to grow. In clear tropical waters where most of the sunlight hits our planet, this zone is 80 to 100
m deep [12].

dT(z)/dt trend from T(z) ann. avg. 2020 minus 2004 vs Ocean Depth (65N - 655)
for z = 0-1900 m, and the derived OHC(z) as integrated temperature [K-m/year]

data: https://www.climatedyou.com/ as derived from https://argo.ucsd.edu/
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Fig.4. Average temperature trend dT(z)/dt (blue) between 2004 and 2020 as a function of depth (0-1900 meters), for
oceans between 65°S and 65 N. The surface temperature trend dSST/dt = 0.015 K/year. The change in Ocean Heat
Content (OHC) as a function of depth (orange) is obtained by integrating dT(z)/dt. The OHC over the full depth is
estimated by extrapolation of dT(z)/dt below 1500 m. The temperature trend reveals a clear separation between the
upper ocean (the “climate layer”) and the deeper ocean. The climate layer is roughly 100 meters thick and stores
about 20% of the total OHC. Temperature profile taken from https.//www.climate4you.com/ (oceans) [14], based on
https://argo.ucsd.edu/ [6]

The equivalent thermal capacity of our oceans per unit area must therefore be much larger than
that of land. As the equivalent heat capacity of our atmosphere equals only a few meters of water,
this absorption zone of our oceans that also cover over 70% of the Earth’s surface, is in first-order
a good indicator for our climate’s heat capacity Ccr.

Another important factor in our climate’s heat capacity is how this ocean layer of absorbed heat
is in contact with the atmosphere. Tides, wind, waves and convection continuously mix the top-
layer of our oceans, by which heat is easily exchanged with the atmosphere. This mixed-layer is
typically in the order of 25 - 100 m, dependent on season, latitude and on the definition of “well-
mixed” [13]. Below this ~100 m thick top-layer, where hardly any light is being absorbed and the
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mixing process has stopped, ocean temperatures drop quickly with depth. As the oceans’ vertical
temperature gradient at that depth doesn’t support conductive nor convective heat flows going
upward, climate processes at the surface will thus become isolated from the rest of the Earth’
thermal system.

Figure 4 with the Change in Ocean Heat Content vs. Depth over the period 2004 — 2020 obtained
via the ARGO-floats [6,14], offers a good indication for the average climate capacity Ccr. It shows
the top layer with a high surface temperature change according to the observed global warming
rate of about 0.015 K/year, and a steep cut off at about 100 m depth in line with the explanation
above. Below the top layer, temperature effects are small and difficult to interpret, probably due
to averaging over all kinds of temperature/depth profiles in the various oceans ranging from Trop-
ical- to Polar regions.

A 100 m thick top-layer can be attributed to a climate heat capacity Cc. = 13 Wyear/m?K. That
is consistent with a climate relaxation time T = 4 years in combination with the Planck feedback
parameter hpr = -3.3 W/m?/K according to relation (3): Apr = -Ccr/t [4] (by convention Apr. has a
negative value, but A = 1/¢ in the formulas applied here, is regarded as a positive parameter).

The split between top-layer and rest of the ocean looks physically visible in Fig.4, but in fact, Ccr
is no more than an “effective” climate heat capacity. Schwartz [5] calculates this effective heat
capacity in a different way from a regression of OHC at various depths versus Ts. He concludes
to a thermal capacity CcL = 14 + 6 Wyear/m?K, equivalent to 110 + 50 m thick climate layer.
The relaxation time of 5 + 1 years is derived from the autocorrelation of global mean sea surface
temperatures. Taken together, he concludes from applying (3), to a climate sensitivity of 0.30 +
0.14 K/W/m?, in essence equal to the inverse of -Ap as the outcome of [4]. Margins encompass
the Ccr = 13 Wyear/m*K and t = 4 years as above, so we stick here to those values to remain
consistent with earlier assessments [4].

A final remark on the heat involved in melting processes. Snow and ice increase the effective heat
capacity of our climate as heat stored in this phase-transition cannot add anymore to warming.
Processes like melting and freezing, occur at the atmosphere-surface interface and must be re-
garded as normal phenomena in our climate’s natural reaction to warming or cooling. Therefore,
they are supposed to be intrinsic to the “normal” climate sensitivity & = 1/A.

2.3. A more realistic view on our climate’s equilibrium and the radiation balance

In case of a “perfect” equilibrium (N = 0, dTs/dt = 0), all of the absorbed sunlight up to about 100
m deep, has to leave on the ocean-atmosphere interface again. However, deep oceans are still very
cold with a stable, negative temperature gradient towards the bottom. This gradient will anyhow
push some of the absorbed heat downwards. Therefore, even at a climate equilibrium with dTs/dt
=0, we will observe N > 0. With the large heat capacity of the total ocean volume, that situation
will not change easily, as it takes about 500 years with today’s N = +1 W/m? to raise its average
temperature just 1°C.

The Earth’s climate system can thus be regarded as a subset of the total Earth’s thermal system
(ETS) responding to different relaxation times. The climate relaxes to a new equilibrium within
3-5 years, while the deeper oceans operate on multidecadal or even longer timescales, related to
their respective thermal capacities C for the ETS, and Ccy. for the climate system.

The ratio C/Ccr must be large. A first, too large estimate would be about 45 between the 4.5 km
depth in average for our oceans and the 100 m top-layer of the oceans that interact in the climate
processes with the atmosphere. The inner core of the Earth however, is still hot. This heat is
flowing upwards to the surface where it is assumed to be somewhat less than 0.1 W/m?[11]. The
heat capacity of the ETS must therefore be limited to the layer above the depth where this upward
heat flow equals the downward flow from the absorbed sunlight. The OHC-data hint to a depth
of the ETS-capacity somewhere between 1000 and 2000 m, with an ETS-relaxation time 10-20x
the relaxation time t of our climate i.e, about 40 to 80 years.
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This split up between the climate system and the Earth’ thermal system has been expressed in the
circuit-scheme of Fig.2b where a large resistor is added not only to make the separation, but also
the connection between these two thermal systems visible. Any surplus in the radiation imbalance
N, goes partly into warming of the climate capacity Ccr, which we experience as global warming.
The remaining part, the flux Ny, “leaks” through the large resistor Rpo into the much larger heat
capacity of the rest of the ETS. From the heat fluxes through both media (1 vs 240 W/m?) we
must conclude that Rpo >> Ra. Therefore, this decoupling doesn’t make any difference for the
surface temperature’s set-point. The dynamics of the two thermal systems characterized by © =
RaCcr for our climate, and RaC for the ETS however, are completely different.

3. The “virtual balance” No in the balancing act of our climate

The heat flux Ny, which leaks into the ocean's deeper layers (Section 2.3), does not contribute to
the surface temperature and, by extension, to what we define as "climate." Still, it reflects a per-
sistent offset in the Earth’s radiation balance, even when surface temperatures appear stable i.e.,
dTs/dt = 0. This offset likely arises from slow changes in how heat is redistributed, either between
top and bottom of the oceans and/or between Equator and Poles (see Section 1).
Though part of the Earth’s overall thermal system, Ny acts as a virtual balance in the climate
subsystem because it doesn’t directly impact surface temperatures. This suggests that much of the
observed increase in Ocean Heat Content isn’t necessarily linked to changes in GHGs, as assumed
in the AGW-hypothesis. Moreover, Ny likely varies over time due to evolving wind patterns,
changing ocean currents, or even local geothermal fluctuations [11].

This concept of a virtual balance lets us rethink the dynamics of our climate system under influ-
ence of an external forcing F(t) such as from extra GHGs and/or an increase in Solar flux. The
driving force to change the surface temperature in order to restore balance is proportional to the
deviation from equilibrium. By this concept, we can now separate the dynamics of the climate
system from the much slower reacting Earth thermal system by considering deviations from that
virtual equilibrium expressed as (N(t) — No(t)), by the following relation for disturbances of an
equilibrium system:

d(N () = No(1)) _ dF () _ N(&) = No(t) @
dt dt T
In the absence of external forcings (dF/dt = 0), N(t) relaxes back to Ny(t) exponentially with a
characteristic time t according to (1b).

The driving force to restore equilibrium (N(t) — No(t)) is coupled to the surface temperature as in
(2). So, the surface temperature Ts that is applied here as characteristic for our climate, will rise
according to (N(t) — No(t)) divided by the climate heat-capacity Ccr:
dTs(t) _ N(t) = No(t)
dt Cer
Here we assume a constant Ccr. If not, for example due to slow changes in the ocean top-layer,

the term Ts dCcr/dt that we then have missed to account for in (5), will automatically be incorpo-
rated in No(t). By rearranging (4) and applying (3) with A = Ccr/t, we can now rewrite (4) as:

(5)

dN _dN, dF _dTs

P TIA TR (6)

If No(t) itself changes over time, dNo/dt in (4) becomes indistinguishable from external forcings
and should be included in the trend of total forcings dFror/dt = dF/dt + dNo/dt, thus creating a
well-known relation in climate literature:

dN _ dFror AdTS

dt dt dt 7

Science of Climate Change https://scienceofclimatechange.org

88



Ad Huijser: Global Warming and the “impossible” Radiation Imbalance

In (6) and (7), time dependencies have been left out as these relations have only practical use in
analyzing climate data when considering longer term trends. The trend indication dX/dt for a
parameter X as applied here, stands in fact for the change AX over a period At >> 1. In climate
literature, one often uses (7) in this A-format:

AATS = AFTOT - AN (8)

to determine the climate sensitivity & = 1/A from the sum of all known forcings in AFror, the
observed changes in imbalance AN and average temperature AT, over a certain period [15]. Cal-
culation with (8) might underestimate the value for A as one easily “forgets” the positive contri-
bution ANy in AFror.

4. Available data used in the analysis
4.1. Radiation data at TOA

The most comprehensive radiation dataset is NASA’s CERES-EBAF v4.2 [9]. For our analysis,
we use monthly SWi, LWour, and N data from 2000 onward, processed as Centered Moving
Annual Averages (CMAA) to eliminate seasonal/cyclical effects and highlight long-term trends.

These trends as shown in Fig.3 in units of [ W/m?*year], are for the 23 years full 12 months period
2000/8 —2023/7.

Satellite-based absolute radiation measurements with an uncertainty of about 3—5 W/m? per chan-
nel, are unfit to directly detect a radiation imbalance of about 1 W/m?, as reported by NASA in
Fig.3. Actually, this imbalance is calibrated using the time derivative of Ocean Heat Content
dOHC/dt, as explained in Section 4.2. While the absolute values may be uncertain, the anomalies
and trends in the CERES data are considered as being reliable, thanks to regular in situ calibration
of the satellite sensors.

4.2. Ocean Heat Content (OHC) data

The current radiation imbalance N(t) = 0.85 W/m?, is estimated from dOHC/dt shown in Fig.1
[7]. Ocean Heat Content data are derived from vertical temperature measurements across the
global oceans, collected by the ARGO float network [6]: a system of autonomous buoys that cycle
to depths of ~2000 meters, measuring parameters like water temperature as they descend and
ascend.

Figure 3 (along with Fig.1) reveals that short-term fluctuations in the TOA radiation imbalance
don’t always align with OHC trends. For example, the peak and dip around 2016 seen in OHC
are not reflected in the TOA radiation imbalance data. However, those variations do appear in the
incoming solar radiation SW, which directly influences ocean heating. This correlation supports
the inclusion of the term dNo/dt in (6), representing the heat flux into deeper ocean layers.

Figure 4 shows that heat continues to flow below 1900 meters, although modestly. A simple linear
extrapolation suggests total OHC is about 1.10 times the measured OHC down to 1900 m. This
correction factor (1.07) is applied to values derived from OHC, such as the calibrated absolute
radiation imbalance in the CERES dataset, resulting in an updated estimate: N =~ 0.94 W/m?.
It does not apply to dN/dt = 0.049 W/m?/year however, as it comes directly from NASA’s radia-
tion measurements at TOA.

Figure 4 also shows that about 20% of the OHC change occurs in the top 100 meters of the ocean.
This surface layer interacts strongly with the atmosphere and is therefore, not included in Ny, the
flux into the deeper ocean. The energy flux absorbed in this climate layer Nep = (N — Ng) =
CcrdTs/dt, as required by conservation of energy. From Fig.4 we estimate a value for N¢p =
0.20*1.1*0.85 = 0.19 W/m?, which implies No = 0.75 W/m? (averaged over 2004 — 2023).
This value immediately shows, that Ny is not near the thermal flux to the bottom as a result of the
much warmer top-layer. The maximum in the average temperature gradient towards the bottom
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of the oceans of about 0.06 K/m as obtained from the ARGO-data, is found just under that top-
layer. With a thermal conductivity coefficient of salty sea water around 15 °C of 0.58 W/K/m, we
can only explain 0.035 W/m? i.e., a contribution of just 5% of the energy flux that heats the lower
part of the oceans. So, most of that heat must come from absorbed solar radiation below the
climate layer.

4.3. Temperature trends

To apply (6), we need a reliable estimate of the surface temperature trend. While many datasets
exist, each with strengths and limitations [16], we focus in this paper on two key sources.
The first is the HadCRUTYVS series from the UK Met Office [17], which shows a relatively high
trend of 0.023 K/year over the 2000-2023 period. This dataset is based on a mix of ground stations
and buoys. Its global average is obtained through interpolation and homogenization algorithms.
However, because many land-based stations are located near urban areas and airports, these rec-
ords may be affected by local warming biases [19].

The second dataset is UAH-TLT from the Univ. of Alabama Earth System Science Center [18],
based on satellite observations of microwave emissions from the Lower Troposphere (LT). It
provides near-complete global coverage in a 1°x1° grid and shows a lower trend of 0.015 K/year
for this period.

Figure 4 shows that the sea surface temperature (SST) trend derived from ARGO data is approx-
imately 0.015 K/year, closely matching the 0.0135 K/year trend in the ocean-only portion of the
UAH-TLT dataset. In contrast, the HadSSTv4 dataset [20] (assumingly the ocean component of
HadCRUTYVS5) shows a higher SST trend of 0.019 K/year, indicating a significant discrepancy.
We don’t know what causes this unexpected difference, but it is noteworthy since the ARGO
floats are presumably part of the buoy network used in constructing the HadSSTv4 series.

4.4. Greenhouse gas forcings

Since the start of CERES measurements in 2000, the concentration of greenhouse gases (GHGs),
especially CO», has increased significantly. These concentrations have been reliably monitored
since the early 1960s through daily observations, and the quality of these data is widely accepted.

Figure 5 shows the total atmospheric concentration of all well-mixed Greenhouse gasses, such as
for instance Methane (CH.), expressed as CO»-equivalent by applying relative GHG-strengths
[21]. For simplicity, we refer to this further on as “CO,”. Because CO»-forcing is proportional to
the logarithm of its concentration, a logarithmic scale is used on the vertical-axis. This reveals
that CO; concentrations have followed a near-perfect exponential trend since the mid-1970s. Con-
sequently, the forcing trend from GHGs (dFgna/dt) has remained approximately constant for over
4 decades, and it's unlikely to increase significantly. Net-zero initiatives in developed countries
are slowing emission-growth, and global population, another major driver, is expected to stabilize
later this century.

The actual forcing-trend dFgnc/dt depends on the value for the forcing from doubling the CO»-
concentration Faxco» commonly expressed as:

dt = FZxCOZ at (In[CO,])/In(2) €))
According to NASA’s AGGI database [21] dFguc/dt = 0.035 W/m?/year, indicating Faxco, = 3.7
W/m?. IPCC, in its AR6 report [8], uses a slightly higher RFaxcox= 3.9 + 0.5 W/m?, leading to a
trend of 0.037 W/m?/year.

However, applied forcing strengths depend on the definition of radiative forcing (RF). The IPCC
defines its RF at the Top of the Troposphere (TOT) where thermal fluxes are still present, whereas
in (4)-(7) the forcing trends used, refer to the Top of the Atmosphere (TOA). This matters a lot,
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as IPCC’s definition excludes cooling effects of increasing GHGs in the Stratosphere, leading to
systematically higher forcing values that may overstate surface warming considerably.

Total Greenhouse gas Concentration vs Time
data: https://gml.noaa.gov/aggi/aggi.html
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Fig.5 Time evolution of the CO:z-equivalent concentration of all greenhouse gases (GHGs), based on data from [21].
The slope of this logarithmic plot indicates an almost constant radiative forcing trend over the past 40 years, in
accordance with (9). With IPCC-AR6 “most likely” value of RFxco2 = 3.9 W/m?[8], it implies a GHG forcing trend
dFGuc/dt = 0.037 W/m?/vear over the entire period. Using the recent "clear-sky" calculations by van Wijngaarden
and Happer [22], the trend is ~0.028 W/m?*/year. Accounting for the average ~2/3 cloud cover ("all-sky" conditions),
the effective forcing trend is then significantly lowered to: dFcuc/dt = 0.019 W/m?/vear [25] (see the text for details).

For comparison, Van Wijngaarden & Happer [22] report Faxco2 = 3.0 W/m? at TOA based on
thorough radiative transfer calculations. For RF according to the IPCC definition at TOT, they
calculate 5.5 W/m?, illustrating the significant cooling from GHGs in the Stratosphere. Rentsch
[23], reports an experimental value of 2.65 W/m?2, based on analyzing 17 years of satellite based
spectroscopic data.
These non-IPCC Faycoz values are calculated/established under clear-sky conditions. But, on av-
erage, two-thirds of the Earth is covered by clouds, strongly modulating GHG effects. Clouds
reduce outgoing radiative fluxes: only ~1/3 originates from the surface and fully "feels" GHG
forcing over the entire atmospheric column. The other ~2/3 comes from Top of Clouds (TOC)
levels. TOC radiation is not only lower (due to lower TOC-temperatures) but also traverses a
thinner atmospheric layer, reducing the greenhouse effect. Although CO; is more effective above
clouds where water vapor as a major overlapping absorber is nearly absent, the negative contri-
bution due to the large cooling effect of GHGs in the Stratosphere however, remains constant by
absence of clouds at those heights.

To estimate the net all-sky forcing, we can adjust clear-sky results using a " Venetian blinds" model
[25] and MODTRAN simulations [24] applying TOC-temperature and -altitude from satellite data.
This yields Faxco2 = 2.0 W/m?, about half the value used in IPCC ARG [8].

Although IPCC’s RFaxco2= 3.9 W/m?is defined at TOT, it most probably represents a real all-sky
value, as it comes from GCM simulations that include cloud effects. Comparing it to the 5.5 W/m?
as calculated for the clear-sky TOT-situation [22], yields a ratio of 0.71. Applying this ratio to the
clear-sky calculated 3.0 W/m*K at TOA, indicates an all-sky Faxco»= 2.1 W/m?. This aligns well
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with the 2.0 W/m? estimate from the Venetian blinds model [25], thus giving confidence in the
all-sky forcing trend as derived via (9): dFguc/dt = 0.019 W/m?/year.

5. Climate change in perspective
5.1. Splitting the Total Forcing Trend

In (7) all possible forcings trends at TOA including GHG-contributions dFguc/dt, were combined
into a single term dFror/dt. Since GHGs primarily act in the LW-channel, it is logical to split up
the total forcing into: dFror/dt = dFna/dt + dFguc/dt. Here the subscript “NA” refers to “natural”
and/or “non-anthropogenic” contributions. This includes forcings in the SW-channel as e.g. from
aerosols, changes in the Earth’ albedo, either from changes in cloudiness or changes in the surface
reflection, and changes in Ny, the heat disappearing into the deep ocean.
Although clouds affect both SW and LW radiation, their “net” radiative impact described as the
Cloud Radiative Effect (CRE) can be reasonably well attributed to the SW-channel only. We can
therefore split up the total forcing even a step further into dFror/dt = dNo/dt + dFsw/dt + dFgrc/dt.
Later on, in Section 8, we will discuss how dFsw/dt can be fully linked to the large observed
incoming solar trend dSW/dt as shown in Fig.3. For now, it is just the trend of an unknown
forcing in the SW-channel.

For the analysis we can rewrite (6) as:
dN dN, dFsy N dFsuc AdTS
dt dt = dt dt dt

(10)

We could have kept dNo/dt as a “natural” forcing trend, “invisibly” included into dFna/dt. Its
explicit treatment will prove important later.

5.2. Testing the AGW-GHG-only hypothesis

Suppose, we had no other forcings in our climate than those from GHGs as is basically assumed
in [IPCC’s AGW-hypothesis. That would imply dSWi/dt = dNo/dt = 0 and (10) simplifies to:

- a  tar an

Since at present, dTs/dt > 0 and A = Ccr/t > 0 (by definition) we know for sure that according to
(11): dN/dt < dFgnc/dt. This is also to be expected in a stable system where the “effect” of a
disturbance will be smaller than its “cause”. The observed value for dN/dt = +0.049 W/m?*/year
according to the CERES-data (Fig.3) however, even exceeds the highest estimates for dFguc/dt =
0.019 — 0.037 W/m?*/year (see Section 4.4 for the range). Even IPCC’s large value for the trend in
GHG-forcing cannot explain the trend in the observed radiation imbalance, at all.
1t directly falsifies the AGW-hypothesis with GHGs as the sole drivers of Global Warming.

5.3. The onset of Global Warming and the forcing dynamics at that time

There is another challenge to the “GHG-only” scenario. At some point in the mid-1970s, the
global cooling trend during the previous decennia reversed, and the modern warming period be-
gan. At that “turning” point in temperature at t = {, we must have had: dTs()/dt =0 and d*Ts({)/dt?
= 0. According to (5) dTs/dt = 0 implies N(§) = No(§), and d*Ts/dt> = 0 requires: dN({)/dt =
dNy()/dt.

With Ccr > 0, equation (11) delivers the important observation that. AN({)/dt = dF gue({)/dt.

Figure 5 clearly shows a dFgug/dt > 0 at that time. So, if the AGW-hypothesis is correct, warming
began with a positive trend in the radiation imbalance dN({) /dt > 0. As dFgnc/dt has been constant
ever since, the rising temperature would have caused a declining imbalance (d*N/dt* < 0)
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eventually leading to dN/dt = 0 for t >> 1. This would imply, 50 years later, a climate in a steady
state where the temperature would track the constant trend in GHG-forcing according to AdTs/dt
= dFguc/dt. As then dN/dt = 0, we would observe a constant offset in the radiation imbalance
given by N = t dFguc/dt = 0.08 — 0.16 W/m?, depending on the choices for Faxcoz and 1. Accord-
ingly, dLWout/dt = 0 at a constant solar input as assumed in the AGW-hypothesis.

This is nowhere near the observed imbalance ~ 0.94 W/m?, its large non-zero trend dN/dt = 0.049
W/m?/year and dLWour/dt = 0.028 W/m?/year. It might explain the need for the IPCC to increase
Faxco2 as much as possible, as well as to lengthen t by increasing the climate sensitivity. But this
introduces additional inconsistencies. Combining the observed imbalance and the high IPCC forc-
ing trend, would indicate a relaxation time T = N*(dFguc/dt)! = 25 years. If the imbalance began
decreasing in the 1970s, it should even with this value have relaxed significantly by now to about
20% of its initial value dN({)/dt = dFguc({)/dt. Instead dN/dt as observed is still large, fully con-
tradicting this expectation. Moreover, the AGW-GHG-only hypothesis can never explain the large
dLWour/dt as observed.

The corresponding climate thermal capacity Ccr would be N*(dTs/dt)! = 40 - 60 Wyear/m’K, or
equivalent to a climate layer of 300 - 450 meters thick. However, ARGO temperature-data show
that seasonal variations don’t penetrate much deeper than about 100 meters [14]. Below 200 me-
ters, ocean temperatures are effectively decoupled from surface variations. That is consistent with
the arguments in Section 2.4 about the parameters that determine the climate layer and the subse-
quent estimate for Ccr of about 13 Wyear/m?K i.e., the heat capacity of a 100 m thick ocean layer.

5.4. Climate change and the important role of Solar Forcing

In Section 5.2 we derived the two key conditions that must have been met at the transition point
between the global cooling- and global warming regimes: N({) = No({), and dN({)/dt = dNo({)/dt.
Substituting those into (10) that still contains all these components, gives a remarkable equality:

dFsy  dFgue
dt dt (12)
This implies that at t = {, the definitely positive forcing trend from GHGs was entirely offset by
a negative trend in the forcing in the incoming solar channel i.e., dFsw({)/dt = — 0.019 W/m*/year,
or even more negative depending on the choice for Faxco2. However, as shown in Fig.3, it is un-
ambiguous that the current trend in incoming radiation dSWn/dt >> 0, indicating that today’s
dFsw/dt > 0.

This leads us to conclude that the mid-1970s shift in climate change was not initiated by increas-
ing GHG concentrations, but rather by a change in the trend of SW-channel forcings. During the
preceding cooling period, rising CO; concentrations may have mitigated some of the cooling, but
did not reverse it. Once the SW forcing trend turned positive, GHGs simply began to augment an
already warming climate trend.

5.5. The (near) “steady state” character of current climate change.

Despite the ongoing changes in climate, the current state can be considered a “near” steady-state.
The GHG forcing trend has been pretty constant for decades. Other forcings, primarily in the SW
channel, are also likely to change slowly and can be approximated as having constant trends over
decadal timescales. Similarly, despite yearly fluctuations, the surface temperature trend has re-
mained fairly stable since 2000. This stability implies by the same logic as in Section 5.2, that
dTs/dt is (near) constant, and according to (5) that (N — Ny) is (near) constant too. This allows for
a large dN/dt as observed, but also indicates that dNo/dt =~ dN/dt. From the OHC-data (Fig.4) we
estimate that since t = { when dNo({)/dt = dAN({)/dt, dNo/dt and dN/dt slowly developed to the
present relation dNo/dt = 0.8*dN/dt. Inserting this in (10) results in:
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— = - 02 — 13

dt dt dt dt (13)
The 0.2*dN/dt cannot be neglected as it indicates the growing divergence in the order of about 10
mW/m?/year. As a forcing, this is equivalent to a correction in the temperature trend of something
like 3 — 10 mK/year, depending on the assumed climate sensitivity (see Section 6.1).

This analysis strengthens the conclusion that the increase in both N(t) and No(t) are not a direct
consequence of greenhouse gas emissions, but rather of enhanced forcing in the SW-channel. The
alleged accelerations in N(t) that triggered this study [1], must therefore be attributed to natural
variations in the SW-channel, not GHGs. This also explains why we didn’t include dNo/dt into
the sum of forcing trends dFror/dt in (10). If we had assumed a full steady state with d(N — N)/dt
= 0, we would have immediately noticed that (10) equals:

dTs dFsy  dFgpg
dt ~ dt dt

(14)

A formula that we previously derived from a different perspective by perturbing the radiation
fluxes in the SW- and LW-channels, going from one equilibrium to another. Begin and end state
then both inherently satisfy the steady state condition d(N — No)/dt = 0. It was shown that based
on the Planck feedback definition 1/ApL = -0Ts/ON, the feedback parameter in (14) must then be
A= —)\.pL [4]

Equation (14) determines the temperature trend in our climate due to slow changing forcings with
a constant trend in either the SW- or LW-channel. These can be attributed to GHGs, aerosols or
changes in cloudiness. In case the imbalance d(N — Ny)/dt isn’t fully relaxed to zero, the small
remaining imbalance will be absorbed in a slightly different estimate for dFsw/dt, keeping (14)
still practically applicable. Using the relation A = Ccr/t, we can rewrite (14) linking this sum of
“external” forcings dFexr/dt = dFsw/dt + dFgug/dt to the OHC-trend for the climate layer:

dFexr
dt

dT.
CCLd_: =((N—Nyp)=Ng, =7 (15)

The term 7 dFexr/dt is the offset in the radiation imbalance N due to all external forcings Fexr.

6. A comparative analysis of the data against different views on climate change
6.1. Input data-sets

In this section, we apply the relations as derived in amongst others Section 5, to explore two
contrasting perspectives on three fundamental parameters governing climate change: climate sen-
sitivity A, temperature trend dTs/dt and trend in GHG-forcing dF guc/dt.

The first set, based upon IPCC’s views and further referred to as the “/PCC-set”, consists of:
A = Aacw = 1.1 W/m¥K, dTs/dt = 0.023 K/year and dFcuc/dt = 0.037 W/m?/year.
For the Equilibrium Climate Sensitivity (ECS), IPCC reports 3 °C with a “likely” range
of 2.5 — 4 °C. Their best estimate corresponds to Aagw = 1.3 W/m?K using ECS =

RF2xco2/Aacw. For the simplicity of maintaining a clean 3x ratio with Apr, we adopted the
midpoint of the /ikely range, in line with CMIP6 ESM as referred to by the IPCC [8].

The second set, further referred to as the “NAT-set” consists of quite different numbers with:
A = -k = 3.3 W/m%K, dTs/dt = 0.015 K/year, and dFguc/dt = 0.019 W/m?/year.
Values originate from the analysis in [4], which initially also used IPCC’s GHG-forcing

trend (dFguc/dt = 0.037 W/m?/year). That choice led then to a large mismatch with the
observed clear-sky dLWourt/dt, prompting the all-sky recalculation for Faxcos [25].
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A fixed climate relaxation time t = 4 years is assumed for both sets. The consequence of [IPCC's
large climate sensitivity 1/Aagw is that with this constant t, the heat capacity of our climate Ccr
must become small. A shallow climate layer of about 30 meters is not very realistic, given the
OHC-profile in Fig.4. To maintain consistency in the /PCC-sef a longer relaxation time should
be chosen (t = 12 years), or alternative combinations of Ccr and t such that Ccr/t = Aacw. As
earlier discussed, a 12 years relaxation time doesn’t seem realistic. In discussing the calculated
results in Section 6.1, we will address the possible impact of this choice where applicable.

6.2. Data comparison and sensitivity sets as applied in Table 1

For reference, Table 1 also includes a block of data derived from the observed OHC trends dis-
cussed in Section 5.2. Color-coding indicates which OHC-set parameters should be compared
with the parameters calculated using (7) with dFror/dt = AdTs dt + dN/dt and (10), decomposing
dFror/dt into dF gna/dt, dFsw/dt and dNo/dt. Formulas used are indicated in the respective columns.

Climate sensitivity &, is generally expressed in its inverse as feedback parameter A. It is by far the
most controversial parameter and key differentiator between the two primary data sets. Their dif-
ference is so significant that exact values for the other parameters might be less critical. To illus-
trate how results depend on those parameters, we added to each climate sensitivity, also the tem-
perature- and forcing trends of the other set. In this way we constructed 4 different sets. For the
two primary sets, figures are shown in bold and for the two “hybrid combinations” in italics.
Rows for these hybrids aren’t colored in the table. They are not considered viable climate-scenar-
ios but just added to make the sensitivity for certain parameter choices more visible.

Table 1. Summary of the radiation balance analysis for 4 scenarios. The two most relevant scenarios are the standard
IPCC scenario (IPCC-set) and an alternative scenario (NAT-set) as described in the text. The primary input parameters
include the inverse of the climate sensitivity A, the trend in Greenhouse gas forcing dFcuc/dt and the observed surface
temperature trend dTs/dt. Using these parameters, various related components were calculated based on eq.(7) & (10),
and where possible, compared with values derived from the Ocean Heat Content analysis in Sections 3 & 4. In the
(colored) rows belonging to the two key scenarios, values are shown in bold; in the other scenarios, values are italicized.
Identical color-coding is used to visually link corresponding values from the radiation balance and OHC analyses.

AGW
INPUT AAT = AFpgr- AN DERIVED PARAMETERS cHECK ||, '
indicator
| dFgfdt | dTdt MTfdt | dFpr/dt dFefdt | dNg/dt | dFgfdt dn/dt
AW/miK]| o o 3 T N twml)| 1 - ) INARING
w/mfy] | [K/y] W/mfyl | W/mfy] w/m®jy] | Iw/m*fy] | tw/m?fy] | | (W/m'/y]
IPCC-AGW
Assumed  Assumed Measured Calc Calc Calc Cale Assumed dFg,/dt=0 Calc Calc
0.037 0.023 0.026 0.075 0.83 0.038 0.039 0.0494 144
IPCC-set 11
0.015 0.015 0.017 0.066 0.87 0.047 0.035 0.008 0.0454 114
"Near"
Steady State
0.037 0.023 0.077 0.127 0.63 0.090 0.039 0.051 0.04594 0.48
NAT-set 3.3
0.019 0.015 0.050 0.099 0.74 0.080 0.039 0.041 0.0494 0.38
Measured
dNfdt | 0.0494 | [w/mYy) ” -
o 0o @ o =
A | 4 Iy B 5 g (38| & s || &
T g = Py 0f | e N
From OHC-data derived - o d ™ i B = i
3 " n L Inl- ;.. E n D"‘\ :. -ﬂ-
N(1900m) | 085 | [w/m] = o z i 20 o e &
L = ) ol - '
N 094 | [w/fm) > 5 4 1 & 2 g 4, &
; = 5 a @ n S o & &
Ng 0.19 [w/m’] w * . : o 5 ) 2 =
; i g o & oo o B E
Ny 075 | [w/m] = % ] ) > a 2 }g-n 3
) o = ~, o
Noft | 008 | (w/m'fy] > & s | S8 | ¢ = E
- - -”
NCLfNTDT 0.20 £ +
Science of Climate Change https://scienceofclimatechange.org

95




Ad Huijser: Global Warming and the “impossible” Radiation Imbalance

6.3. Explaining/discussing the output parameters in Tabel 1
In this section, we systematically explain each column in Table 1 and relate them to the output
derived from OHC data, as shown in Figures 1 and 4. For the radiation imbalance trend, we use
the CERES-EBAF4.2 dataset, as numerically illustrated in Fig.3.

AdTs/dt expresses the climate response to the combined effect of all forcings. It is the warm-
ing of the climate layer through AdTs/dt = Ncr/1. In the NAT-set, using the Planck feedback
parameter -Apr this relationship is well satisfied. But in the /PCC-set using Aacw, the expres-
sion does not match observations, unless the relaxation time 7 is increased, or the heat content
Ncw decreased. These are contradictory adjustments: increasing T implies a thicker, whereas
lowering Ncr requires a thinner climate layer. As Aacw = Ccr/t is fixed and Ccr scales with
the layer thickness only, these opposing requirements create an internal inconsistency that
cannot be resolved.

dFror/dt represents the trend in the sum of all forcings, calculated via dFror/dt = AdTs/dt +
dN/dt. Since both dN/dt and dTs/dt are derived from observations, differences in the calcu-
lated dFro1/dt are primarily due to the choice of . As expected, the NAT-set yields a slightly
higher value than the /PCC-set. However, this difference is modest, especially considering
the 3x difference in climate sensitivity between the two sets.

Ny is the level of the virtual radiation balance as determined from the OHC-data and can also
be calculated from the warming of the climate layer CcdTs/dt = Ner. The IPCC-set once
again fails to match this value with its unrealistically thin climate layer due to the chosen
Aagw. By contrast, the NAT-set aligns well with the OHC observations, consistent with the
earlier finding above that the AdTs/dt term is physically plausible.

dFna/dt represents the portion of total forcing not attributable to GHGs. Under the AGW-
hypothesis, which recognizes only anthropogenic GHGs as forcing agents, the /PCC-set nec-
essarily implies: dFna/dt = dNo/dt. This equality indeed holds in Table 1. However, this ap-
parent agreement is misleading. In the AGW framework dNo/dt = 0 by definition, because
natural influences are excluded. By adjusting dFguc/dt and Aagw, the energy balance equation
dFGue/dt =AdT/dt + dN/dt according to the AGW-hypothesis, can always be satisfied. Section
5 already showed that such adjustments cannot overcome the fundamental requirement
dN/dt < dFgue/dt, which remains a major unresolved issue in the IPCC’s AGW-framework.

dNy/dt equals dN/dt in a true steady state. However, given the possibility of slowly varying
natural forcings and a non-constant dTs/dt, the OHC data since 2004 suggest a constrained
relationship: dNo/dt = 0.80*dN/dt. In the NAT-set, this requires a small negative adjustment
to the temperature trend of about —0.003 K/year. Because dFror/dt is fixed, that small negative
contribution in (6) due to dNo/dt < dN/dt, is offset by a corresponding increase in dFsw/dt in
the next column. Such a minor correction will not lead to essentially different conclusions.

dFsw/dt is just the “residue” of dFna/dt after subtracting dFguc/dt and dNo/dt. In the AGW-
hypothesis of the IPCC, this is zero by definition, since natural or non-GHG forcings are
excluded. In fact, using (11), this assumption even yields a slight cooling effect, despite the
observed increase in incoming SW-radiation. This strongly undermines the /PCC-set’s cred-
ibility. The NAT-set, on the other hand, yields dFsw/dt =~ 0.041 W/m?*/year, which aligns with
the observed albedo changes (see Section 8) and contributes meaningfully to global warming.
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e dN/dt serves as a consistency check, computed from the sum of previous components via (7).
As expected, all values check out.

o ATgne /AT expresses the GHG-share in the observed global warming trend, calculated as
(dFguc/dt)/(AdTg/dt). It involves only the three parameters that most clearly distinguish the
NAT-set from the IPCC-set: A, dTs/dt and dFguc/dt. For the NAT-set, this ratio yields roughly
1/3™ anthropogenic and consequently, 2/3™ “natural” warming; consistent with the outcome
of [4]. Even when using Apr. in combination with [IPCC’s high values for dFgnce/dt and dTs/dt,
the result still attributes over 50% to warming from natural origin. Thus, the critical discrimi-
nant is the climate sensitivity 1/A and not so much Facoz, the greenhouse gas strength.
In contrast, the IPCC-set implies that 144% of the observed warming is of anthropogenic
origin. Clearly, an impossible result unless a substantial, unrecognized cooling trend exists to
offset this “overheating”. Not a very plausible concept with an increasing solar radiation as
observed. This again highlights how tuning of parameters like Aagw and RFaco2, to match a
specific relationship can lead to implausible outcomes elsewhere in the system.

7. The consequences of the AGW-hypothesis under a “GHG-only” scenario

The preceding analysis highlights how the IPCC's assumptions diverge significantly from ob-
served reality. While the IPCC model components may collectively reproduce the observed
warming trend, they fail to individually align with key observational data, in particular the Ocean
Heat Content.

A useful measure here, is the ratio ATgng /AT which quantifies how much of the observed tem-
perature change is attributable to greenhouse gases. In the context of (11), representing the “GHG-
only” scenario central to the AGW hypothesis, this ratio should approach 1 if the [IPCC narrative
is correct. Demonstrating this equivalence is essential to validating IPCC’s framework.

7.1. Varying the temperature trend dTs/dt

We begin by examining the surface temperature trend dTs/dt, which in the IPCC framework is set
at 0.0234 K/year, consistent with NASA's CERES-EBAF v4.2 dataset. Its previous version, v4.1,
used a lower trend of approximately 0.0186 K/year. In v4.2, updated in January 2024, the trend
was suddenly aligned (for unclear reasons) with the HadCRUTvVS dataset (see Section 4.3).

While this higher trend is broadly consistent with UAH-TLT data over land [18], the global av-
erage from the same satellite series yields a lower 0.015 K/year, closely matching the sea surface
temperature trend from ARGO floats (Fig. 1). If we were to adopt this lower value in the /PCC-
set, the ratio ATenc /AT would increase to approximately 2.2, since dTs/dt appears in the denom-
inator. This might explain the IPCC’s apparent preference for datasets with high warming trends.
However, even with speculating about “accelerating” global warming, achieving ATgng /AT =1
would require a trend of 0.034 K/year, well above what is currently observed or justifiable.

7.2. Adjusting climate sensitivity 1/1.

An alternative route is to increase climate sensitivity in the /PCC-set. This actually worsens the
mismatch. To bring ATguc/AT down to 1, we would need to decrease the climate sensitivity. This
would imply a feedback parameter A = 1.6 W/m?%K, corresponding to a climate sensitivity roughly
twice the inverse of the Planck feedback parameter rather than three times larger. However, this
value is not supported by General Circulation Models (GCMs), on which the IPCC-set is
founded. In fact, the latest CMIP6 models tend toward even higher climate sensitivities than pre-
vious generations.
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7.3. Modifying the GHG-forcing strength F«co>

The third option is to adjust the forcing strength Faxcoo. IPCC-ARG sets this value at 3.9 W/m?
[8]. To satisfy ATgua /AT = 1, it should be lowered to about 2.7 W/m?. Ignoring definitional nu-
ances (see the discussion in Section 4.4), this required value is even lower than what is derived
from clear-sky radiative transfer calculations [22].

7.4. Altering the climate relaxation time t

Finally, we could consider modifying the relaxation time t = 4 years, which influences several
derived parameters (see Table 1). But this parameter does not affect the ATgug /AT ratio. As such,
it offers no pathway for reconciling the “GHG-only” scenario with the observed data.

8. The forcing trend dFsw/dt related to changes in incoming solar radiation SWin
8.1. Changes in cloudiness

Section 6 showed that the NAT-set yields a residual forcing trend of approximately dFsw/dt =
0.041 W/m?year. Regardless of the value of Faxcoz, a constant GHG forcing trend (dFguc/dt) in
the LW- channel should result in a constant LWour, as established in Section 5. Observations
(Fig. 3) on the contrary, reveal not only a significant positive trend in dLWour/dt, but an even
larger one in dSWnv/dt.

The solar constant (So) remains nearly constant on an annual basis, as confirmed by CERES data
over the past 23 years. Seasonal variations, however, are non-negligible. For instance, over 18
years, the average So during spring (MAM) increased by about 0.2 W/m? compared to autumn
(SON). During spring in the Northern Hemisphere, high-latitude regions received ~0.4 W/m?
more solar radiation than their Southern Hemisphere counterparts. These variations likely result
from orbital changes and, although often dismissed, they represent potential forcings of a similar
magnitude as those of GHGs. In particular, they will influence the redistribution of heat as they
affect the Northern- to Southern Hemisphere balance. Nevertheless, the observed increase in
SWx is primarily due to albedo changes, especially from clouds. Variations in Sy are effectively
embedded within the broader dSWv/dt trend, but they do not explain its magnitude on their own.

8.2. The Cloud Radiative Effect (CRE)

Clouds influence both SW and LW radiation fluxes in the same direction, but to different extents.
This impact is known as the Cloud Radiative Effect (CRE). CERES data provides global average
values: SW-CRE = 45.2 W/m?, and LW-CRE = 25.6 W/m? respectively. These are derived from
20-years of radiation measurements under clear-sky (cs) and all-sky (as) conditions with 67%
average cloud cover.

To estimate the net cloud-induced forcing from the SWix trend, we multiply dSWi/dt by the net-
CRE factor, calculated as: (1 - LW-CRE/SW-CRE) = 0.43 [9]. Changes in clouds and cloudiness
are more than just cloud area-related effects as in this CRE. Changes in transparency, mostly for
the SW-channel and changes in Top of Cloud (TOC) temperature for the LW-channel, contribute
as well. While CERES offers some data on cloud area and TOC temperature, no robust method
currently exists for incorporating these into an improved cloud forcing estimate. As such,
dSW/dt remains our best proxy for quantifying the radiative effect of cloud changes.

Clouds also affect dLWour/dt through their shielding effect, influencing both CO, and water va-
por forcing. The water vapor content in "clear-sky" conditions within an a//-sky atmosphere, dif-
fers from that of a hypothetical Earth in a clear-sky equilibrium. Since a truly clear-sky Earth
doesn’t exist, interpreting the difference between clear-sky and all-sky LWour is inherently com-
plex [25].
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8.3. All-sky versus Clear-sky SWin data

SW is affected by more than clouds alone. Figure 3 shows only all-sky (as) data, but the clear-
sky SWn(cs) has also increased over the same period by about 0.036 W/m?/year (see Fig. 2 in
[4]). This trend likely follows changes in surface reflectivity, including snow/ice melt (Surface
Albedo feedback), changes in land-use (urbanization), and Global Greening (by increased CO,-
levels?). To isolate the cloud-related effect, we subtract the clear-sky (cs) trend from the all-sky
(as) value dSWn(as)/dt = 0.077 W/m?/year. Since 67% of Earth’s surface is cloud-covered, only
1/3' of this clear-sky trend affects the all-sky value, leaving a cloud-related SWix trend ~ 0.065
W/m?/year. Multiplying this by the net-CRE factor gives a cloud-related SW forcing trend dFsw/dt
of about 0.43*0.065 = 0.028 W/m?/year.

This net-CRE ratio applied here, as well as dSW/dt are global averages. But regional discrep-
ancies with SWiy >> LWour around the Tropics and SWin << LWour in the Polar regions, do
matter. Hence, both net-CRE and dSWdt (as — ¢s) vary with latitude (see Fig. 6). The values in
Fig. 6 are shown per unit area and must be cosine-weighted by latitude to yield a global average.
The data suggests that the applied factor (0.43) may slightly underestimate the cloud forcing, so
the derived 0.028 W/m?/year is likely conservative.

Finally, we have to add the Surface Albedo part of 0.012 W/m?/year again that we first subtracted
to calculate the net forcing from dSWin(as)/dt, making dFsy/dt = 0.040 W/m?/year.
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Fig.6 Eighteen-year difference between 5-years averages of the latitude-dependent “all sky minus clear sky” incom-
ing Solar radiation ASWn (as — cs) and the corresponding net cloud-related forcing AFsw as calculated with the
latitude dependent net-CRE ratio as described in Section 8. The respective vertical axes are scaled to match globally
averaged net-CRE, demonstrating that this approach provides a good estimate of the global mean cloud-related
forcing AFsw. The figure highlights that this forcing is predominantly a Northern Hemisphere phenomenon, with a
peak in AFswof approximately 1.5 W/m?. For comparison: the change in GHG forcing AFGuc over the same period
was as indicated, about 0.34W/m? (or 0.70 W/m? using IPCC'’s RF xcoz forcing value).

Data source: httvs://ceres.larc.nasa.eov/data 9].
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8.4. Comparing dFsw/dt as derived from SWiy versus the calculated value from Tabel 1

The empirically derived dFsw/dt = 0.040 W/m?/year aligns closely with the 0.041 W/m?/year ob-
tained through the calculations used to construct Table 1. Considering the various assumptions
and uncertainties involved in this derivation, this agreement is noteworthy and unlikely to be
coincidental. Combining this with dFguc/dt = 0.019 W/m?/year and A = 3.3 W/m?/K, we calculate
with (13) a temperature trend dTs/dt = 0.015 K/year. This is consistent with both the UAH-TLT
satellite data and the SST trend, affirming the N4 T-set as a reasonable model framework.

Figure 6 also illustrates that changes in cloudiness are more pronounced on the Northern Hemi-
sphere, especially at mid-latitudes and over Western Europe. For example, the Dutch KNMI
weather-station at Cabauw (51.87°N, 4.93°E), where all ground-level radiation components are
monitored every 10 minutes, recorded an increase in solar radiation of almost +0.5 W/m?/year
since 2000 [26]. Applying the 0.43 net-CRE factor (conservative for this latitude), we estimate a
local forcing trend dFsw/dt =~ 0.2 W/m?*/year. This is an order of magnitude larger than the GHG-
forcing (0.019-0.037 W/m?/year). Even with the IPCC values, GHGs can just account for about
16% of the warming at this station. The average temperature trend for this rural station located in
a polder largely covered by grassland, is with ~ +0.043 K/year almost 3x the global average.
This, nor the other trends mentioned above can be adequately explained by the IPCC's GHG-only
model. As Section 9 will show, it also fails to explain the observed trend in SWin at TOA.

9. Cloud-feedback as a possible origin of the forcing trend dFsw/dt

The IPCC places strong emphasis on the role of climate feedbacks in amplifying the warming
effect of greenhouse gases (GHGs) [8]. These feedbacks are considered secondary consequences
of Anthropogenic Global Warming, driven by the initial temperature increase from GHGs.
Among them, Water-Vapor feedback is the most significant. A warmer atmosphere holds more
water vapor (approximately +7%/K) and since water vapor is a potent GHG, even a small warm-
ing from CO; can amplify itself through enhanced evaporation.

Other feedbacks recognized by the IPCC include Lapse Rate, Surface Albedo, and Cloud feed-
backs [8], all of which are inherently tied to the presence and behavior of water in its various
phases. Therefore, these feedbacks are natural responses to temperature changes, regardless of
the original cause of warming, be it GHGs, incoming solar variability, or internal effects. They
are not additive components to natural climate sensitivity, as treated by the IPCC, but rather inte-
gral parts of it [4].

In the energy balance framework discussed in Fig. 2, feedbacks manifest through a temperature
sensitive R, thus influencing how quickly the system can return to equilibrium after a perturbation.
Hence, their influence on temperature. However, through A = Cc1/7, they are already incorporated
in all applied equations in this paper through the value of 1.

This conceptual distinction underlies the key difference in climate sensitivity assumptions be-
tween the NAT-set (natural feedback dominated, (near) Planck response) and the AGW/IPCC-set
(strong positive feedbacks), as elaborated in [4].

9.1. Estimating the GHG-induced feedback contributions

In Section 8, we included the Surface Albedo feedback, changes in reflected solar radiation from
the surface due to, for example, snowmelt or changes in vegetation. We didn’t distinguish whether
these were caused by warming or other factors (e.g., land use change or global greening).
In the IPCC framework, however, all feedbacks, including A/bedo and Cloud feedbacks, are pri-
marily presumed to be secondary effects of GHG-driven warming. This interpretation leads to the
claim that the observed increase in incoming solar radiation (SW) is not natural but is in itself a
feedback effect from GHGs, caused by temperature-induced reductions in snow- and cloud cover.
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To test this idea, we can estimate the contribution of temperature-driven feedbacks, specifically
from Surface Albedo and Cloud changes, to the observed trend in dFsw/dt as calculated from
dSWnv/dt.

9.1.1. Surface Albedo feedback

From Table 1, the GHG-induced component of warming accounts for about 1/3™ of the total.
Applying this to the Albedo feedback trend included in dSW/dt (~ 0.012 W/m?/year as shown
in Section 8), the GHG-induced portion is only ~ 0.004 W/m?*/year. With a temperature trend of
0.015 K/year, it implies a Surface Albedo feedback parameter Asa = 0.3 W/m?%K, slightly lower
than the IPCC’s AR6 estimate. But even using their value Asa = 0.35 + 0.25 W/m?/K, gives a
maximum contribution of only 0.005 W/m?*/year to dFsw/dt. That is still far too small to account
for the observed trend.

9.1.2. Cloud feedback

For estimating the GHG-induced Cloud feedback, we have no other option than to use the IPCC’s
ARG estimate for Acr= 0.4 + 0.5 W/m?/K as derived from GCMs [8]. The sum of all temperature
driven feedbacks is about 2.2 W/m*K of which 2/3™ has to be attributed to Water-Vapor feedback
[4,8]. So, the high side of the range is very unlikely. On the low side of the range, negative values
for Acr will not help SWin to increase, so we limit ourselves here to the center value. With the
observed surface temperature trend dTs/dt = 0.015 K/year, in line with SST trends over the pre-
dominantly oceanic cloud-forming regions, we calculate a Cloud feedback contribution of only
0.006 W/m?*year. With only one-third of the warming attributed to GHGs, the anthropogenic
share of this feedback is roughly 0.002 W/m?*/year.

9.2. Combined feedback impact and implications

Combining these estimates for the GHG-induced Surface Albedo and Cloud feedbacks yield a
contribution of only ~15% of the total dFsw/dt = 0.040 W/m?/year as derived in Section 8.

Specifically, Cloud feedback alone accounts for just 5% of the total, meaning it is insufficient to
explain the observed increase in SWiy. Furthermore, it is notable that the Cloud feedback contri-
bution is not even larger than that from the Surface Albedo, despite clouds playing a dominant
role in radiative forcing and deliver about 50% of the normal Greenhouse Effect [25]. This might
be due to the fact that not all Surface Albedo changes are temperature-driven. Change of land-use
and Global Greening can occur independently of GHG-induced warming, yet still influence cli-
mate/temperatures.

In conclusion, the GHG-related Surface Albedo and Cloud feedbacks are far too weak to explain
the observed trend in SWin. The majority of the trend must therefore be attributed to natural causes
unrelated to GHG-induced warming. The resulting forcing trend dFsw/dt = 0.040 W/m?/year as
calculated in Section 8 using the observed dSWdt, matches well with the independently derived
value of 0.041 W/m?/year from Section 7 and Table 1.

To estimate the purely natural contribution to global warming, we subtract the GHG-attributed
share (about 0.006 W/m?/year) from the total dFsw/dt, leaving a “net” natural forcing trend in the
SW-channel of = 0.035 W/m?/year. Given the GHG forcing trend dFguc/dt = 0.019 W/m?/year,
this leads to the conclusion that approximately 2/3™ of the observed global warming is of natural
origin, and 1/3" is due to anthropogenic cause such as the increase of e.g. CO..

An alternative CERES-based analysis in [4] produced similarly, a 50/50 split, albeit assuming
higher GHG-forcing trends. Even when using the IPCC GHG forcing values within the NAT-set
(the “white row” in Table 1), natural contributions still dominate.

These findings indicate that the relative role of GHGs in observed warming depends more on the
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assumed climate sensitivity than on the absolute magnitude of GHG forcing. Of course, that is
partly due to the observations that GHGs are not at all playing the dominant role in global warm-
ing, which IPCC attributes to them. As emphasized in [4], it is then the value of climate sensitivity
and not necessarily the forcing strength that most strongly determines warming outcomes.

This analysis reinforces a fundamental point: climate feedbacks are not external modifiers of cli-
mate sensitivity; rather, they are inherent to the system. Their combined effect is already embed-
ded in the climate response function. The IPCC’s treatment of feedbacks as additive components
used to “explain” high sensitivities in GCMs is conceptually flawed. Physically, Earth’s climate
is governed by the mass balance of water in all its phases: ice, snow, liquid, vapor, and clouds.
The dynamics between these phases are temperature-sensitive, and they constitute the feedback
processes. Feedbacks aren’t just add-ons to the climate system, they are our climate.

10. Ocean Heat Content increase

In the introduction, the "keat in the pipeline" concept: the idea that heat stored in the deep, cold
ocean layers could later resurface to significantly influence surface temperatures, was challenged.
Without a substantial decrease in surface temperatures to reverse ocean stratification, this seems
highly unlikely. Large and rapid temperature fluctuations during the pre-industrial era with rates
up to plus, but also minus 0.05 K/year over several decennia as recorded in the Central England
Temperature (CET) series [27], more than three times the rate observed today, further undermine
the notion of a slow-release heat mechanism dominating surface temperature trends.

Ocean Heat Content must be related to solar energy. It is the prime source of energy heating the
Earth thermal system. Almost 1 W/m? of that 240 W/m? solar flux that is in average entering the
system, is presently remaining in the oceans. This is an order of magnitude larger than the esti-
mated 0.1 W/m? of geothermal heat upwelling from the Earth inner core [11]. Extra greenhouse
gasses don’t add energy to the system, but just obstruct cooling. As shown in Section 5.3, this
accounts for a radiation imbalance offset T dFguc/dt, or equivalent to a contribution to dOHC/dt
of only about 0.08 W/m?.

As redistribution of “heat in the pipeline” will not change the total OHC, roughly % of the ob-
served positive trend in OHC must at least be attributed to rising solar input. The oceans act in
this way as our climate system’s thermal buffer. It will mitigate warming during periods of in-
creased solar input and dampen cooling when solar input declines, underscoring its critical role
in Earth's climate stability.

Levitus et al. (2012) [28] combined OHC estimates back to 1955 to the data of the ARGO pro-
gram as shown in Fig.7. Despite the high uncertainties in pre-ARGO ocean temperature measure-
ments, it looks as if we had periods with a very strong positive +0.8 W/m? (1970-1980) as well
as a very strong negative —0.7 W/m? radiation imbalance (1963-1970). But also, a period with an
almost perfect radiation balance (1980-1990). Nevertheless, when averaged over the entire period
from 1955 to 2010, the OHC trend to 2000 m depth corresponds to a positive net radiation imbal-
ance of approximately +0.4 W/m? We also must have had a relatively high positive radiation
imbalance before the turning point at t = {, going from global cooling into a global warming
regime. It all indicates to a positive radiation imbalance for most of the time, even before GHGs
allegedly started to change our climate.

Reconstructed data in the AGGI database [21], show that GHG concentrations were already rising
exponentially after WWII, implying a steady dFgnc/dt since at least 1955. Therefore, the almost
constant forcing rate from GHGs cannot have triggered these abrupt radiation imbalance shifts as
visible in Fig.7. So, the sudden variations around the early 1960s, 1970, 1980 and 1990, must
have been triggered by natural events. Such rapid changes in OHC, as for instance around 1970,
where N changes from a negative into a positive balance by +1.5 W/m? in about 4 years of time,
also indicates a rather short climate relaxation time t. Again, this contradicts IPCC’s high climate
sensitivity value.
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“Time series for the World Ocean of ocean heat content (10% J) for the 0-2000 m (red) and 700-2000 m
(black) layers based on running pentadal (five-year) analyses. Reference period is 1955-2006. Each pen-
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the pentadal estimate for the 0—-2000 m estimates and the grey-shaded area represent +/-2.*S.E.”

Fig. 7. Graph and part of its caption reproduced from Levitus et al. [28], showing estimates of Ocean Heat Content
(OHC) since 1955, including the associated 2o uncertainty range. At NOAA’s Climate.gov, the 0-700 m OHC data
are cited as evidence of greenhouse gas (GHG) effects, using the statement: “More than 90 percent of the excess
heat trapped in the Earth system due to human-caused global warming, has been absorbed by the oceans ”.

The strong downwards slope in the OHC before 1970 confirms the observation in Section 5.4 and
expressed by (12) that around the turning point t = {, the forcing trend in the SW-channel had to
be negative. Moreover, the rather slowly increasing 700-2000m OHC data in Fig.7 indicate that
most of the fluctuations have occurred relatively close to the surface. Heat from e.g. seafloor
volcanism as “warming from below”, is expected to show up more pronounced in this 700-2000m
OHC-profile. Although we cannot rule out geothermal influences [29], this observation makes
them less likely.

As the OHC seems to be primarily coupled to SWix, the most plausible cause would involve rapid
changes in SW-forcing. A sudden drop in cloud-cover might explain such changes, but no con-
vincing observations could be found for the 1960-1980 period. Alternatively, changes in the lati-
tudinal distribution of cloud-cover as illustrated by Fig.6, can result in similar radiative impacts
due to the stark contrast between a positive radiation imbalance in the Tropics and a very negative
imbalance at the Poles. The ENSO-oscillations in the Pacific Ocean around the equator are a
typical example for such influences, as also illustrated in Fig.3 [10]. Shifts in cloud distribution
are linked to changes in wind patterns and/or ocean currents, reinforcing the idea as indicated in
Section 1, that even minor disruptions in horizontal heat transport can trigger major shifts in our
climate’s equilibrium [29, 30]. Sharp shifts in Earth’s radiation imbalance like the one around
1970 as inferred from Fig.7, may even represent one of those alleged tipping points. But in this
case, certainly not one triggered by GHGs. Ironically, some climate scientists in the early 1970s
predicted an impending (Little) Ice Age [31].

While additional data (e.g. radiation measurements) are needed to draw firm conclusions, the
available evidence already challenges the prevailing GHG-centric narrative again. GHG
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emissions, with their near constant forcing rate, cannot account for the timing nor the magnitude
of historical OHC trends, as NOAA explicitly suggests [32]. Similarly, claims by KNMI that
“accelerations” in radiation imbalance trends are GHG-driven [ 1], are not supported by data. And
finally, the alarms around “heat in the pipeline” must be exaggerated if not totally misplaced.
Given the similarities in radiation imbalance and GHG forcing rates around 1970 with today’s
situation, we must conclude that this assumed /eat manifested itself at that time apparently as
“cooling in the pipeline”.

However, warnings for continued warming even if we immediately stop now with emitting GHGs
are nevertheless, absolutely justified. Only, it isn’t warming then from that keat in the pipeline
due historical emissions that will boost our temperatures. Warming will continue to go on as long
as natural forcings will be acting. These are already today’s dominant drivers behind global tem-
perature trends. And unfortunately, they will not be affected by the illusion of stopping global
warming as created by implementing Nez-Zero policies.

11. Summary and conclusions

This analysis demonstrates that a global warming scenario driven solely by greenhouse gases
(GHGs) is inconsistent with more than 20 years of observations from space and of Ocean Heat
Content. The standard anthropogenic global warming (AGW) hypothesis, which attributes all
observed warming to rising GHG concentrations, particularly CO,, cannot explain the observed
trends. Instead, natural factors, especially long-term increase in incoming solar radiation, appear
to play a significant and likely dominant role in global warming since the mid-1970s.

The observed increase in incoming solar radiation cannot be accounted for by the possible an-
thropogenic side effects of Albedo- and Cloud-feedback. All evidence points to the conclusion
that this “natural” forcing with a trend of about 0.035 W/m?/year is equal to, or even exceeds the
greenhouse gas related forcing of about 0.019 W/m?/year. Based on these values, only 1/3" of the
observed temperature trend can be of anthropogenic origin. The remaining 2/3™ must stem from
natural changes in our climate system, or more broadly, in our entire Earth’ thermal system.

Moreover, the observed increase in Earth's radiation imbalance appears to be largely unrelated to
GHGs. Instead, it correlates strongly with natural processes driving increased incoming solar ra-
diation. Claims of “acceleration” in the radiation imbalance due to GHG emissions are not sup-
ported by the trend in accurately measured GHG concentrations. If any acceleration in global
warming is occurring, it is almost certainly driven by the increasing flux of solar energy—an
inherently natural phenomenon not induced by greenhouse gases.

In summary, this analysis challenges the notion that GHGs are the primary drivers of recent cli-
mate change. It underscores the importance of accounting for natural variability, especially in
solar input, when interpreting warming trends and evaluating climate models.
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